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Abstract

A Panel For Lemons?
Positivity bias, reputation systems and data quality on

MTurk

Purpose The purpose of this research is to investigate how the effective-
ness of systems for ensuring cooperation in online transactions are impacted
by a positivity bias in the evaluation of the work that is produced. The pres-
ence of this bias can reduce the informativeness of the reputation system, and
negatively impact its ability to ensure quality.

Methodology This research combines survey and experimental methods,
collecting data from 1875 MTurk workers in five studies designed to investig-
ate the informativeness of the MTurk reputation system.

Findings The findings demonstrate the presence of a positivity bias in eval-
uations of workers on MTurk, which leaves them undifferentiated, except at
the extremity of the reputation system and by status markers.

Research limitations Because MTurk workers self-select tasks, the find-
ings are limited in that they may only be generalizable to those who are inter-
ested in research-related work. Further, the tasks employed in this research
are largely subjective in nature, which may decrease their sensitivity to differ-
ences in quality.

Practical implications For researchers, the results suggest that requiring
99% approval rates (rather than the previously advised 95%) should be used
to identify high quality workers on MTurk.

Value The research provides insights into the design and use of reputation
systems, and demonstrates how design decisions can exacerbate the effect of
naturally occurring biases in evaluations to reduce the utility of these sys-
tems.

Word count: 9,811
Keywords: reputation systems, positivity bias, online research, methodo-
logy, data quality
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A Panel For Lemons

Positivity bias, reputation systems and data quality on MTurk

Since its introduction in 2004, Amazon’s Mechanical Turk (MTurk) has become

an essential tool for marketing researchers, enabling the rapid collection of data from

thousands of participants worldwide. With 15,000 papers referencing MTurk published

between 2006 and 2014 (Chandler & Shapiro, 2016), the importance of this tool, along

with other markets for crowdsourced work such as CrowdFlower and Prolific Academic

(Peer, Brandimarte, Samat & Acquisti, 2017; Vakharia & Lease, 2015), is difficult to over-

state. As the popularity of these crowdsourcing panel systems has grown, a considerable

body of work has emerged characterizing the nature of respondents and codifying best

practices in the panels’ use. A cornerstone of these recommendations is an emphasis on

methods of ensuring high quality in the data that workers produce. Though some recent

research has investigated the prevalence of various forms of worker deception on MTurk

(Chandler & Paolacci, 2017; Sharpe Wessling, Huber & Netzer, 2017; Suri, Goldstein &

Mason, 2011), for many academic research paradigms, the quality of work is more sub-

jective.

When this is the case, data quality may be less a question of objective truth, and

is more likely subject to “careless” or “inattentive” responses (Fleischer, Mead & Huang,

2015; Meade & Craig, 2012), where participants respond to questions without regard

for their content. A variety of work has employed metrics based on the psychometric

properties of scale responses (Buhrmester, Kwang & Gosling, 2011; Litman, Robinson

& Rosenzweig, 2015; Rouse, 2015) and evidence of patterned and random responding

(Chandler, Mueller & Paolacci, 2014; Peer, Vosgerau & Acquisti, 2014) to capture this

aspect of data quality. This work has generally shown that results from MTurk are of reas-

onable quality (Behrend, Sharek, Meade & Wiebe, 2011; Kees, Berry, Burton & Sheehan,

2017; Mason & Suri, 2012) and can replicate findings from research using other parti-

cipant pools (Buhrmester et al., 2011; Crump, McDonnell & Gureckis, 2013; Peer et al.,
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2017).

In spite of these findings, beliefs persist among researchers regarding quality

problems with MTurk workers (Fleischer et al., 2015). To help assuage these concerns

and ensure that workers meet the expectations of employers, the MTurk platform provides

access to a reputation system, which contains measures that are intended to provide in-

formation about worker quality. These include, most notably, the number of tasks workers

have completed, and the overall percentage of the tasks they have completed that have

been approved. The reputation system can be used to limit those eligible to participate in

a specific task to a subset of the overall workers. Most guides for researchers suggest only

recruiting workers who have sufficiently high reputations (Goodman & Paolacci, 2017;

MTurk Blog, 2012; Sheehan & Pittman, 2016), and authors frequently report the levels of

the reputation system under which participants were recruited (e.g. Antonetti and Mak-

lan, 2017; Goldstein, Suri, McAfee, Ekstrand-Abueg and Diaz, 2014), implying that these

standards may confer information about the quality of the data these participants provided.

However, the way in which employers affect workers’ reputations on MTurk – by

accepting or rejecting their work – also invokes another mechanism for enforcing cooper-

ation between parties: litigation, where damages are assessed and transferred from one

party to another. On MTurk, this entails workers not receiving a wage from the requester.

Considerable economic and legal work has explored how litigation and reputation mech-

anisms affect contract enforcement (Bakos & Dellarocas, 2011; MacLeod, 2007). These

functions are usually considered to operate independently, but by combining these two

functions, the effectiveness of both may be hampered by biases in requester evaluation. Of

particular concern is the presence of a positivity bias (Bridges & Vásquez, 2016; Moe &

Schweidel, 2012; Zervas, Proserpio & Byers, 2015), where requester evaluation is biased

in favor of workers (Horton & Golden, 2015). The presence of such a bias could decouple

the reputation system from worker quality.

While some prior research has observed higher data quality from higher repu-
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tation workers (Peer et al., 2014), other work has not observed meaningful differences

(Suri et al., 2011). This mixed evidence for quality sorting, combined with the relatively

low wages paid to workers (Horton & Chilton, 2010), has led some researchers to label

MTurk a “market for lemons,” (Ipeirotis, 2010; Mason & Suri, 2012), recalling the clas-

sic theoretical study of used car markets (Akerlof, 1970). In this conception, when buyers

cannot determine whether cars are of high or low quality before purchase, they assume

all cars are of average quality and pay prices based on this assumption. However, because

this price is below high quality sellers’ valuations, these sellers choose not to participate,

leaving only sellers of low quality “lemons” in the market. A similar intuition could be

applied to MTurk because, without an informative reputation system, requesters would

not be able to distinguish high and low quality workers. Therefore, requesters expect to

collect data from a mixture of high and low quality workers, and offer compensation be-

low the rate that high quality workers expect. High quality workers thus exit the market,

leaving behind only those of low quality.

The goal of this research is two-fold: first, to demonstrate the presence of the

conditions necessary for and consistent with a failure of the reputation system to sort

workers based on quality; and second, to test the theoretical and practical implications of

this failure. The results are consistent with the presence of biased reporting of outcomes

by requesters, which leads quality sorting to be unobserved at levels recommended by

prior work. However, quality differences are observed based on status markers – formal

recognition of a reputation for quality separately granted from reputation (e.g. an award

or medal; Azoulay, Stuart and Wang, 2013; Malter, 2014), and for those workers with ex-

tremely positive reputations, whose approval rates are close to the highest levels possible

within the system. In the following sections, relevant literature on methods of ensuring

cooperation in online transactions is examined and then used to derive hypothetical scen-

arios for the platform. Five studies are presented that explore these scenarios, employing

both descriptive and experimental methods. The paper closes with a discussion of these
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findings in the context of theory on reputation systems, along with practical suggestions

for more effective use of MTurk when conducting research – specifically, it is recommen-

ded to use a 99% approval rate threshold to identify high quality workers.

ENFORCING COOPERATION IN ONLINE TRANSACTIONS

In online markets where participants interact without face-to-face contact, sys-

tems that enable cooperation by creating trust and ensuring good conduct are necessary.

In these transactions, the fundamental problem is one of incomplete and asymmetric in-

formation: typically, one party (the seller) possesses private information about their type

or effort level, and produces high or low quality work, while the other party (the buyer)

has a preference for high quality, and wishes only to do business with those who provide

high quality output (Akerlof, 1970). When the quality of the seller’s product is hard to as-

sess until some point after purchase, such as with an experience or credence good (Gao,

Greenwood, Agarwal & McCullough, 2015; Kokkodis & Ipeirotis, 2015; Nelson, 1970),

this information asymmetry creates the possibility for two negative outcomes for the mar-

ketplace: adverse selection and moral hazard. With adverse selection, low quality sellers

attempt to conceal their type from buyers, allowing them to charge higher prices, while

moral hazard occurs when there is no incentive for high quality workers to maintain qual-

ity, and they engage in opportunistic behavior by shirking (Pavlou, Liang & Xue, 2007).

With both of these possibilities, buyers receive products of lower than expected quality,

which undermines trust and may lead buyers to exit entirely.

To address this potential for market failure, a variety of strategies exist, with per-

haps the most important being reputation. Reputations are information about prior trans-

actions which serve as a signal of unobserved quality, and can resolve the information

asymmetry (Kreps & Wilson, 1982). This information is transmitted in online transac-

tions through reputation systems (Dellarocas, 2003; Resnick & Zeckhauser, 2002), which

aggregate information about the number of transactions a seller has completed and ratings
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of the seller by the buyers in each transaction (Ghose, Ipeirotis & Sundararajan, 2005). As

this information is publicly available to everyone in the market, an incentive is created for

parties to cooperate because a negative evaluation of a transaction may limit the ability to

engage in future transactions (Dellarocas, 2003). By producing quality work, as demon-

strated through completion of transactions to the satisfaction of buyers over a period time,

the seller is able to establish their reputation (Malter, 2014). Other parties can then use

this information to make decisions about future transactions. The effectiveness of a repu-

tation system depends upon its ability to provide information that distinguishes between

high and low quality sellers, encourages participation from high quality sellers, and dis-

courages participation from those of low quality (Resnick & Zeckhauser, 2002).

By contrast to reputation, where the effectiveness in encouraging high quality

work depends on an expectation that the seller will stay in the market over time, litiga-

tion enables a buyer to more directly impact the seller’s incentives in the current transac-

tion. This is because litigation imposes a threat of monetary damages exerted on the seller

through a third party, which encourages high quality workers to self-select and to exert

effort in their work (Bakos & Dellarocas, 2011). While this classically takes the form of

tort actions involving the legal system, information technology has enabled similar ac-

tions to occur through online dispute and buyer protection mechanisms, and these systems

can also create trust between parties (Pavlou & Gefen, 2004). This is because it provides

a mechanism to recover from the receipt of low quality output, resolving potential con-

cerns about adverse selection, while also motivating workers to maintain high quality thus

preventing moral hazard.

The formulation of the litigation mechanism includes the amount of damages

that can be assessed, the cost of engaging in the action, as well as the probability of re-

ceiving these awards (Bakos & Dellarocas, 2011; Bebchuk, 1984). In traditional litiga-

tion, damages can be very high, but this is balanced by the cost of pursuing court action

and uncertainty associated with the outcome. On the other hand, dispute resolutions sys-

6



tems for online transactions may involve substantially lower stakes, both in terms of costs

and damages. In these contexts, the probability of a litigation effort’s success also varies,

from the low buyer success rates in early iterations of the eBay Buyer Protection program

(Clemons, 2007), to the highly probable outcomes in buyer’s favor on the MTurk platform

(Silberman, Ross, Irani & Tomlinson, 2010). In the latter cases, in a one-shot game, the

rational action is for the buyer to always engage in litigation, since the expected value of

recovering damages is high. However, because fraudulent behavior by buyers may result

in sanction by the third party, including expulsion from the platform, this type of abuse is

mitigated (Morriss & Korosec, 2005).

REPUTATION AND LITIGATION ON MTURK

Because of the effectiveness of both reputation and litigation in ensuring co-

operation, they have become indispensable tools for online transactions, and both fea-

ture prominently on MTurk. In the research market on MTurk, researchers, as MTurk re-

questers, act as “buyers” of labor (an experience good, Kokkodis and Ipeirotis, 2015) from

“sellers,” i.e. MTurk workers. To facilitate these transactions, MTurk provides a repu-

tation system and a system akin to litigation, in the ability to accept or reject work. The

reputation system automatically tracks several measures that are referred to as “system

qualifications.” The two primary qualifications are productivity, measured as the num-

ber of tasks a worker has completed, and the approval rate, measured as the percentage

of the overall number of tasks completed that have been approved by requesters (Sheehan

& Pittman, 2016). MTurk’s reputation system also measures workers’ “Masters" status,

who are identified by MTurk as “elite groups of Workers who have demonstrated accuracy

on specific types of [tasks]" (Amazon, 2018). However, the criteria under which workers

receive this status is unclear (Yin, Gray, Suri & Vaughan, 2016), beyond having com-

pleted 1,000 HITs and maintaining a 99% approval rating (Clickhappier, 2016). Thus,

being granted the Masters qualification confers a status on workers that distinguishes them
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and their quality in a manner that is separate from their reputation (Azoulay et al., 2013;

Malter, 2014; Simcoe & Waguespack, 2011).

In addition to the system qualifications that are managed by MTurk, requesters

are also able to create their own qualifications, and these requester-generated qualifica-

tions enable the implementation of panel designs, where workers complete a task piece-

meal and requesters can decide if individual workers may participate in subsequent stages.

A number of recent researcher-focused methodological guides have advocated the use of

panel designs (Chandler et al., 2014; Goodman, Cryder & Cheema, 2013; Goodman &

Paolacci, 2017; Sharpe Wessling et al., 2017) because they provide researchers with the

ability to identify quality sorting in workers independent of system qualifications. These

recommendations come with at least a tacit suggestion that the system qualifications may

not effectively distinguish workers in terms of quality.

When collecting data on MTurk, researchers create new “Human Intelligence

Tasks" (HITs) by first designing the task itself, typically done by linking from MTurk to

an external host for a survey instrument, and then choosing the parameters under which

workers are compensated and deemed eligible to complete the task. The worker’s eligib-

ility for a task is determined by satisfying the qualifications that have been chosen. Most

guides for academic researchers suggest that thresholds for the system qualifications be

used, with values of 95% to 97% frequently identified for approval rates (Berinsky, Huber

& Lenz, 2012; Hauser & Schwarz, 2016; Peer et al., 2014; Sharpe Wessling et al., 2017;

Sheehan & Pittman, 2016; Staffelbach et al., 2015), and the use of values in this range as

a threshold is regularly observed in marketing research employing MTurk (e.g. Antonetti

and Maklan (2017), Goldstein et al. (2014), Goodman and Paolacci (2017)). MTurk itself

had previously set a default value of 95% for approval rates, which may also contribute

to the frequency of its use by researchers. However, MTurk now only recommends re-

questers require that workers have 5,000 HITs approved and have an approval rate of 95%

(MTurk Blog, 2012).
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As with any reputation system, the effectiveness of these recommendations de-

pends upon its ability to sort workers by quality – that is, it differentiates worker quality

through levels observable to requesters. But this is not a foregone conclusion, because on-

line reputation systems often suffer from systematic biases (Chevalier & Mayzlin, 2006;

Fradkin, Grewal, Holtz & Pearson, 2015; Godes & Silva, 2012; Hu, Pavlou & Zhang,

2006; Hu, Zhang & Pavlou, 2009; Zervas et al., 2015). These issues are frequently ob-

served as a reporting bias, where only a subset of individuals provide feedback, typically

those who are satisfied with a transaction (Dellarocas & Wood, 2008; East, Hammond &

Wright, 2007; Hu et al., 2009; Li & Hitt, 2008; Reichling, 2004).

These biases are problematic when considering the litigation method that is used

on MTurk, which is contained in a requester’s decision to accept (and pay) a worker, or

to reject their work without pay. This serves as litigation because it enables requesters to

recover damages (the entirety of the wage they would otherwise pay to the worker) after

the task is delivered, and the probability of recovering the payment to the worker is all but

a certainty. Making this decision is not voluntary, as all work is automatically approved

in, at most, 30 days, thus all workers eventually receive some type of feedback. Therefore,

while the decision can not be characterized as a reporting bias where only some users

provide feedback and many are “silent” (Dellarocas & Wood, 2008; Ghose, Ipeirotis &

Sundararajan, 2009), a systematic positivity bias may instead occur (Horton & Golden,

2015). This would lead requesters to be unlikely to reject low quality work, and could be

driven by multiple reasons, some of which are well known such as leniency, reciprocity

and fear of retaliation (Dellarocas & Wood, 2008; Fradkin et al., 2015), while others are

related to the fusing of the litigation and reputation mechanisms.

Because the tasks that are used on MTurk in conducting research are subjective,

there may be uncertainty in assessing their quality, which may lead to leniency in evalu-

ation (Kusterer, Bolton & Mans, 2016). Further, though direct reciprocity in evaluations

can not occur within the MTurk platform because there is no internal reputation system
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for requesters, third party reputation systems for requesters exist, such as TurkOpticon

(Irani & Silberman, 2013; Sheehan & Pittman, 2016; Silberman & Irani, 2016). Work-

ers can leave feedback about their experiences with requesters, and requesters trying to

establish a reputation may be less likely to reject low quality work. Finally, the fear of re-

taliation for rejecting work may also play a role in these decisions for the same reasons,

because rejections may negatively impact a requester’s reputation on these information

sources and limit their ability to recruit future workers (Clemons, 2007; Gao et al., 2015).

In addition, with punishment through litigation and reputation combined into a

single mechanism, there are several further reasons to expect a positivity bias to emerge.

First, despite that there is an economic incentive to do so by recovering the payment to

a worker (Zhou, Dresner & Windle, 2008), the process of identifying and rejecting low

quality work may take a non-trivial amount of time and effort. Thus, the small amount of

payment recovered may not be balanced against the ease with which a set of responses can

be marked "Approve All" in the MTurk interface. Second, because they impact both repu-

tation and income, rejections will frequently lead workers to contact the requesters and

ask to have these rejections reversed (Brawley & Pury, 2016), creating an additional cost.

Third, rejecting a worker may have implications related to Institutional Review Board

rules for academic requesters regarding payments and the ability of participants to with-

drawal from studies without penalty (Paolacci, Chandler & Ipeirotis, 2010), thereby pre-

venting the use of the mechanism by academic researchers.

Taken together, these factors impose substantial costs of employing the litiga-

tion mechanism to reject work, and because these costs can outweigh its ability to recover

damages, it may not be used by requesters. However, because it is tied to the reputation

mechanism, these positively biased actions also impact worker reputations, partially dis-

connecting their relationship to the true quality of the workers (Gao et al., 2015; Hu et al.,

2006). If there is in fact such a positivity bias, this would likely be observed in a highly

skewed distribution of reputations for sellers (Zervas et al., 2015), and findings from
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worker self-reports have observed 99% average approval rates for the MTurk population

(Schulze, Nordheimer & Schader, 2013; Sharpe Wessling et al., 2017; Yin et al., 2016).

However, the presence of a skew alone is not sufficient evidence to suggest that a pos-

itivity bias is present. Further, it also does not suggest that the reputation system is not

informative, though evidence for this is decidedly mixed. Some studies showing little or

no observable differences (Downs, Holbrook & Peel, 2012; Eickhoff & de Vries, 2013),

while others have shown differences in worker quality as a function of better reputations,

as measured by approval rates (Naderi, Polzehl, Wechsung, Köster & Möller, 2015; Peer

et al., 2014). In Naderi et al. (2015), a weak negative effect was observed in the inconsist-

ency of responses at higher levels of discretized approval rates, while Peer et al. (2014)

found stronger evidence of differences between workers with low approval rates and high

approval rates.

Theoretically, this skew in ratings and mixed evidence for informational con-

tent can be accounted for in several ways. Assuming there is no positivity bias, then the

reputation system accurately reflects the true quality of the workers and their effort levels.

This would suggest that all low quality workers have exited the market, and the remaining

high quality workers are sufficiently motivated by the litigation and reputation mechan-

isms to maintain quality. In this case, there is little worker heterogeneity, nor adverse se-

lection or moral hazard. However, if there is in fact a positivity bias among requesters, it

presents three potential scenarios, depending upon whether there is differentiation among

workers, and whether the reputation system provides information about these differences

(summarized in table 1):

Scenario 1. The distribution of reputation represents the true quality of the workers, and

the low variance and lack of information in the reputation system is because all workers

are effectively the same. As all workers are of equal quality, adverse selection is not rel-

evant, but moral hazard may be present because the positivity bias reduces the expected

penalty from litigation.
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The intuition in this scenario is that there is no differentiation between workers,

because all low quality workers have been driven out of the market, leaving only high

quality workers. Thus, the primary concern is that while all workers are capable of produ-

cing high quality work, there may be little incentive to do so if requesters have a positivity

bias and are unlikely to reject work on the margin. This gives rise to moral hazard, where

high quality workers shirk, choosing not to exert effort without a credible threat of re-

sponse by requesters. Consistent with this scenario, prior research (Chandler & Paolacci,

2017; Sharpe Wessling et al., 2017) has observed workers exhibiting shirking behaviors,

in the form of falsely claiming traits to gain access to work, because these behaviors are

difficult to identify and unlikely to be punished by requesters.

Scenario 2. The distribution of reputation is skewed, making it uninformative, despite the

presence of actual differences in quality. Because of this uncertainty in identifying low

and high quality workers, there is the potential for adverse selection.

Here, despite there being differences between workers, the presence of a positiv-

ity bias leaves the reputation system unable to distinguish between high and low quality

workers, as both see their work approved. Because there is uncertainty in the quality of

workers based on reputation, other tools for identifying and sorting workers may be use-

ful. For example, the Masters qualification could potentially provide information about

quality when reputation is uninformative because it serves as a status marker. Therefore,

it contains information about worker quality over and above an undifferentiated reputa-

tion (Washington & Zajac, 2005), because it is granted separately from the intertwined

litigation and reputation mechanisms.

Scenario 3. The distribution of reputation is skewed, but reputation system is not entirely

uninformative about the differences in worker quality. However, the skew implies that in-

formation is contained only in the extremity of the scale, with differences in quality mani-

festing between the levels directly below the ceiling. Because there is information in the

reputation system, adverse selection can be prevented.
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In this scenario, as in scenario 2, there are differences in worker quality that are

masked to some extent by a positivity bias. However, there is information in the reputa-

tion system, but only at the extremity due to low incidences of rejections and negative

feedback. Thus, negative reviews – even if only a handful – are more informative relative

to positive reviews (Chevalier & Mayzlin, 2006; Khopkar, Li & Resnick, 2005; Standifird,

2001; Zervas et al., 2015). In this case, small differences in the ratings may be inform-

ative about worker quality, as is sometimes observed in reputation systems (Bridges &

Vásquez, 2016; Dellarocas & Wood, 2008; Luca, 2011).

[Table 1 about here.]

Five studies are presented to demonstrate the necessary conditions for these scen-

arios. and to test them empirically. In studies 1A and 1B, the distribution of workers is

characterized based on observable reputation, and the findings replicate those of prior

work by demonstrating the highly skewed nature of the metric, while extending them by

revealing its shape. In studies 2-4, each of the scenarios is tested, with evidence support-

ing scenarios 2 and 3, suggesting that there is sorting based on status markers and at the

extremity of the reputation system, and that adverse selection can be an issue.

STUDY 1A

The purpose of the study 1A was to provide evidence for the potential skew in

worker reputations on MTurk, by parameterizing this distribution. Though prior work has

provided estimates of average approval rates on MTurk of approximately 99% (Schulze

et al., 2013; Yin et al., 2016), these results are limited for two reasons: first, they rely on

self-reports and thus may be subject to potential misrepresentation (Chandler & Paolacci,

2017), and second, they do not provide insight into the values that are actually observed

by requesters on the MTurk platform. These values are the most relevant for researchers,

since they are observable prior to data collection, and can be used to limit participation to
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workers who meet the requester’s criteria.

Method

Groups of 12 HITs were posted approximately simultaneously (within five seconds),

with each group having the same task. The task was trivial, asking workers to respond to

a single factual question whose answer could be searched for online, such as “What coun-

try won the 1990 FIFA World Cup?” Each HIT within the group was posted with different

approval rate qualifications. One HIT was posted requiring rates below 90%, while the re-

maining 11 HITs required rates exactly 90% up to exactly 100%. The other qualifications

were the same, requiring 100 completed HITs (ensuring that the approval rate value was

valid) and that all participants were located in the United States. Participants were paid

$.51 to complete the task.

One hundred assignments were available for each approval rate, and data collec-

tion for the group of HITs ceased as soon as any individual HIT finished. By examining

the number of HITs completed for each approval level, estimates of the probability mass

function approximating the distribution of approval rates among workers could be com-

puted.

To ensure the reliability of the estimates, the procedure was repeated (with re-

placement – workers could complete a task in each group) six times using different ques-

tions. The first three groups were posted at the same time (1:00PM UTC) on consecutive

weekdays. An issue when trying to estimate the distribution using a single time of day is

the potential for differences in the worker cohorts, as the characteristics of MTurk workers

vary by time of day (Casey, Chandler, Levine, Proctor & Strolovitch, 2017; Komarov, Rei-

necke & Gajos, 2013). Therefore, the last three groups were posted at six-hour intervals

(7:00PM, 1:00AM, 7:00AM UTC) on the final day.
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Results

Across all six samples, the first individual HIT to collect 100 responses was that

requiring a 99% approval rate. The 99% approval rate condition served as the baseline,

and responses in all groups that were submitted before the final submission in the 99%

group were counted to construct the estimate of the distribution. The average time to

completion took 37.7 minutes, and the average number of participants recruited in each

sample was 125.2.

To test the reliability of the estimates derived from multiple independent samples,

comparisons were made using the k-sample generalization of the Anderson-Darling rank

test (Scholz & Stephens, 1987). This was appropriate because it makes no assumptions

about the underlying distributions and can address the discrete nature of the observations.

Comparisons of the three groups posted at the same time on consecutive days (p = .354),

the four groups posted over 24 hours (p = .062), and the six groups overall (p = .121) all

suggested that the data were drawn from an identical distribution. Therefore, an estimate

of the probability mass function was created from the average proportions observed across

all six samples (reported in table 2).

[Table 2 about here.]

[Figure 1 about here.]

The mean approval rate was 98.75% (SD = .96, skewness = -17.58, kurtosis =

25.03), and the overwhelming majority (80.6%) of MTurk workers had approval rates of

99%. Workers with 100% (8.5%) and 98% (7.2%) approval rates make up the next two

largest groups. This is consistent with prior research employing worker self-reports that

has observed 99% average approval rates (Schulze et al., 2013; Sharpe Wessling et al.,

2017; Yin et al., 2016), but extends these findings by showing how these approval rates
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are distributed as observed by requester. Most importantly, this demonstrates that the dis-

tribution of reputation on MTurk is heavily skewed, with all but the entirety having an

approval rate equal to or greater than 98%, similar to what would be expected due to a

positivity bias.

STUDY 1B

To extend these findings by showing the relationship between what is observ-

able to researchers and true worker characteristics, a survey was conducted. Four separ-

ate HITs containing three questions were posted simultaneously on a weekday at 1:00PM

UTC, each recruiting 40 U.S. participants who had completed at least 100 HITs. Similarly

to Study 1A, each HIT had a different approval rate requirement, of exactly 97%, 98%,

99% or 100%. In the task, participants were asked to enter the total number of HITs they

had submitted, and the number of HITs they had worked on that had been approved and

rejected as reported in their worker dashboard.

Results

The results are reported in table 2. To test for differences between the observed

approval rates, the self-reported number of approved HITs was log transformed to address

the skewed distribution. An ANOVA revealed significant differences between the ob-

served approval rates and the transformed number of self-reported approved HITs (F (3, 156) =

33.00, p < .001). The total number of approved HITs among 99% workers (M99% =

101, 776) was more than an order of magnitude higher than any other group (M97% =

6890, M98% = 5942, M100% = 1041) . This broadens the picture of the earlier analysis,

revealing that 99% workers are not only the most prevalent workers, but also the most pro-

ductive.

In addition, these results reveal that approval rates as captured by the MTurk

qualification (and therefore as observed by requesters) are calculated as the floor of the
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true approval rate. This means that a worker with a near-perfect approval rate – for ex-

ample, one worker reported completing 207,683 HITs with only three rejections (for an

actual approval rate greater than 99.998%) – is still given an approval rate qualification of

99%. Because even the most careful workers can incur rejections for capricious or dupli-

citous reasons (Horton, Rand & Zeckhauser, 2011), given a sufficient amount of experi-

ence all workers likely incur a rejection. This explains why workers with 100% approval

rate qualifications were overall less experienced.

Discussion

The results indicate that most MTurk workers have approval rates of 99%, which

is consistent with self-reports noted in prior work, as well as the distributions observed in

other online reputation systems (Dellarocas & Wood, 2008). Furthermore, the consider-

able skew in the reputation scores is consistent with the theorized conditions under which

a positivity bias would manifest.

Because of the way that the observed reputation score is calculated, as the num-

ber of tasks completed increases, the probability of transitioning from a 100% to a 99%

approval rate approaches 1 because of the likelihood of incurring an inaccurate rejection.

Combined with the finding that 99% approval rate workers are significantly more product-

ive than at other observed approval rates, these results are consistent with the idea that the

reputation system is effective in encouraging participation from presumed high quality

workers, while discouraging those of lower quality (Resnick & Zeckhauser, 2002), which

conforms to the hypothesized conditions of scenario 1. In study 2, the presence of moral

hazard is tested to provide a stronger assessment of this possibility.

STUDY 2

The purpose of study 2 was to test conditions consistent with moral hazard. The

assumption is that if all workers are of high quality, then in the presence of a positivity
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bias, workers may engage in shirking unless they are incentivized not to do so. A poten-

tial way to demonstrate this is to use repeated interactions in a panel design, because the

awareness of future opportunities reduces incentives to defect (J.-Y. Kim, 1996). Thus, if

workers believe their performance may affect their ability to work on a future task, they

should be less likely to engage in behaviors that produce low quality responses. How-

ever, a key consideration of this approach is establishing awareness of this performance

contingency, but not of the precise criteria (Sharpe Wessling et al., 2017). Therefore, two

different recruitment procedures were used for the panel conditions. In the first, at the be-

ginning of the initial interaction, participants were informed about a subsequent study and

that invitations were contingent upon performance. In the second, this was not mentioned.

Responses in these two conditions were compared against each other, as well as against

a one-shot condition where the entire interaction would be completed in a single HIT. If

shirking is present, this should manifest in higher quality responses when participants are

aware of the possibility of completing future jobs.

Method

The HITs contained instructions and a link to an external survey hosted on Qual-

trics. The survey was the same in all conditions, and incorporated five tasks. The first was

the 18-item NFC scale (Cacioppo, Petty & Kao, 1984), which has been used in prior work

investigating MTurk quality (Chandler et al., 2014) and is a scale workers would likely

find familiar. The second was a scrambled sentence task with six scrambled sentences,

each having between eight and 14 words. This task was used because it was relatively dif-

ficult, fatiguing, and could be scored objectively. Next, they completed a transcription for

a 90-second video, which was approximately 215 words in length. This task was selected

because transcriptions are common tasks for MTurk workers (Marge, Banerjee & Rud-

nicky, 2010), and the task is tedious and depleting. After completing the transcriptions,

participants rated how interesting the video was, how easy the speaker was to understand,
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and how enjoyable the task was, all using seven-point scales. Participants then completed

a second set of six scrambled sentences, allowing for comparisons between the first and

second sets. The final task was a 40-item version of the IPIP scale (Goldberg, 1992),

selected in part because of its length and complexity, which would allow for analysis of

its psychometric properties along multiple dimensions. The scales’ length would also be

likely to create a perception of “bubble hell" (Brawley & Pury, 2016; Sharpe Wessling et

al., 2017). By placing it at the end of the survey, following several fatiguing tasks, parti-

cipants may be more likely to engage in behaviors such as systematic or random respond-

ing, which would be observed in the quality of the measure.

Participants were recruited in three conditions. All workers were recruited through

MTurk with approval ratings over 95% (thereby including more than 98% of all workers

based on the results of study 1) and more than 1,000 HITs approved, and were paid a total

of $1 for completing the entire survey. All of the conditions were launched at the same

time (2:00PM UTC, corresponding to 10:00AM in the Eastern time zone of the United

States) on weekdays. There was never overlap in the posting of the HITs, and participants

were excluded from participating in more than one task by employing a JavaScript-based

tool that prevented workers from viewing the link to the external study if they had already

participated, with similar procedures used for the subsequent studies. The task was de-

scribed as a “Consumer Psychology Survey,” and the description contained an estimate of

the amount of time to complete the study.

The first group of MTurk workers (N = 50) completed the survey in one HIT

(single HIT), which estimated the duration at 20 minutes, and workers were paid the full

rate upon completion. The panel conditions were completed in two phases: a Time 1 sur-

vey including the NFC and first sentence-unscrambling task (with an estimated time of

eight minutes), and a Time 2 survey including the transcription, second sentence-unscrambling

task, and IPIP (estimated time of 12 minutes). Two panels (each N = 100) were recruited

from MTurk to complete the T1 survey. In eligibility mentioned condition, participants
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were told before starting the study that “based on your performance in this task, you may

be invited to complete a similar follow-up study," while no information was provided in

the no eligibility condition.

In both versions, participants were asked at the end of the T1 survey to indicate

their interest in a follow up study, and were paid $.25. One week later, the T2 survey was

posted and participants who indicated interest at T1 were invited to complete it. A re-

minder notice was sent to participants who had not yet completed the T2 survey five days

later. Participants who completed the T2 survey were paid $.75, making their compensa-

tion equal to the single HIT condition.

The panel design of the study also allowed testing of fatigue effects. Longer stud-

ies require higher levels of focus from respondents to complete the task (Cannell & Kahn,

1968), and MTurk workers are well known for engaging in other tasks while using MTurk,

including cell phone use, TV watching (Clifford & Jerit, 2014) and other forms of multi-

tasking (Chandler et al., 2014). A benefit of panel designs is that they can address this de-

cline in quality over time in longer tasks (Goodman et al., 2013). Thus, participants who

complete a long task in a single duration are likely to experience greater fatigue, leading

to lower quality responses.

Results

Plan of Analysis. To test performance on the NFC scales, the quality of the data

was examined on four dimensions: reliability, consistency and evidence of both system-

atic and random responding. Reliability was assessed using Cronbach’s alpha, and com-

parisons between these reliability coefficients were made using Fisher-Bonett tests (Bonett,

2003; S. Kim & Feldt, 2008). Consistency was assessed using a psychometric synonyms

and antonyms approach (Johnson, 2005; Meade & Craig, 2012). Pairwise correlations

across all participants for each of the individual items on the NFC scale were examined,

and those pairs of items whose correlations exceeded the .60/-.60 threshold used in prior
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work (Meade & Craig, 2012) served as the focal items. Six pairs of items exhibited posit-

ive correlations above this threshold, and no pairs of items exhibited negative correlations

below this threshold. The six pairs of items identified were used to form the psychometric

synonym index, and similar procedures were used to construct these indexes in the sub-

sequent studies. These indexes were formed by calculating the correlations among these

pairs within individuals, with the intuition that consistent responders should respond in

the same direction for psychometric synonyms and in opposite directions for psychomet-

ric antonyms. Thus, correlations for these items within a single participant’s responses

should be positive for psychometric synonyms and negative for psychometric antonyms.

Inconsistent responding is reflected in values closer to zero.

The presence of systematic responding was examined using two procedures.

The first was to test for straight line responding (Herzog & Bachman, 1981), where par-

ticipants choose a single response category for all items using the same scale. This “long

string" index was calculated as the total number of consecutive responses using the same

category (Johnson, 2005; Meade & Craig, 2012). An index capturing central-tendency

bias (Peer et al., 2014) was determined by the participant’s frequency of choosing the

mid-point of scales. As both of these indexes were count data, Poisson regressions with

robust standard errors were used to model them (Cameron & Trivedi, 2013). Finally, to

test for random responding, a procedure was adapted from Chandler et al. (2014), which

consists of testing the relationship between the positive and reverse scored items in the

NFC scale interacted with condition indicators. If participants’ responding behavior differed

in one condition, this would appear as an interaction effect in these regressions.

Performance on the scrambled sentence tasks was assessed by comparing re-

sponses to a key, excluding punctuation and capitalization, and the number of correct

responses was analyzed using Poisson regression with robust standard errors. Two in-

dependent research assistants, blind to the hypotheses of the study, indicator coded the set

of responses as invalid if any of the responses were left blank or were otherwise inappro-
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priate (e.g. “i dont know”). The reliability of the coders for this measure was high (Set 1:

Krippendorff’s α = .808, Set 2: Krippendorff’s α = .977), and disputes were resolved by

the researcher. The invalid response measures were analyzed using logit models.

For the transcription task, due to the possibility for minor spelling and grammat-

ical differences that would not materially affect quality, the same research assistants also

coded the transcription as valid if it was a reasonable approximation (of similar length and

containing the main elements) of the true script. Reliability for this measure was also high

(Krippendorff’s α = .945). This measure was analyzed using logit models.

The analysis of the five IPIP subscales, each composed of eight items, was con-

ducted using the same approach as for the NFC scale. There were 10 pairs of psychomet-

ric synonyms and four pairs of antonyms. To account for within-subject variance across

the five IPIP subscales, regressions including subject fixed effects with robust standard er-

rors were employed to analyze the relationship between positive and reverse scored items,

again interacted with condition indicators.

Throughout the analysis, the nature of the comparisons necessitated a large num-

ber of tests. However, given the expectation based on prior work that most results would

be null, a conservative approach of employing the standard alpha threshold of significance

(p < .05) was employed in all studies. The full results are presented in Tables 3 and 4.

For the sake of brevity, only significant differences will be discussed.

[Table 3 about here.]

Eligibility. To test for the potential effect of mentioning eligibility, the three con-

ditions were compared on the T1 tasks. There were no differences in performance (all

ps > .388), suggesting that mentioning eligibility did not affect T1 performance and the

differences in motivation proposed by moral hazard are unlikely to be present. However,

because this conclusion is based on a null result, additional investigation of fatigue was

conducted to demonstrate the sensitivity of the design.
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Comparing panel to non-panel conditions. For the eligibility-mentioned and no

eligibility panel groups, invitations to complete the T2 survey were distributed to 91 and

88 participants who indicated a desire to complete the follow-up task, and of these, 42%

and 48% completed the T2 task, respectively. There were little differences between the

completers and attritors in terms of demographics (Completers: 51.3% female, Age =

35.9, English fluency = 6.93; attritors: 55.0% female, Age = 35.0, English fluency =

6.83) or performance on T1 tasks (all ps > .202). This suggests that panel attrition was

not a factor.

Completers among the eligibility mentioned and no eligibility conditions were

also compared, and there was a slight difference in reliability for the emotional stability

subscale within the IPIP (αEligibility = .861, αNoEligibility = .931; χ2(1) = 4.12, p = .042),

but there were otherwise no differences in the 27 other tests (all ps > .125). Therefore, to

maximize power, the two panel conditions were combined (N = 80) and compared to the

single HIT condition (N = 50).

The total time spent for the panel conditions (sum of the time spent on the T1 and

T2 tasks) was compared against that of the single HIT conditions. An ANOVA revealed

no differences in time spent (F (1, 128) = .00, p > .99), suggesting the panel design

did not alter the speed of task completion. The average time taken was 1225 seconds,

well beyond the threshold where MTurk participants have exhibited lowered performance

(Goodman et al., 2013).

[Table 4 about here.]

Task performance. Comparing the combined, completed panel conditions to

the single HIT condition, there were no differences on any of the tasks prior to the dis-

continuity in the panel (all ps > .259). For the transcription task, there was a signific-

ant difference in interest in the content of the task, with panel participants finding the

task content more interesting (M = 4.74) compared to single HIT participants (M =
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3.94, F (1, 128) = 5.69, p = .019), suggestive of potential fatigue. However, none of the

other performance or experience evaluation measures exhibited significant differences (all

ps > .109). Analysis of the final tasks revealed some additional support for the presence

of fatigue. In the second scrambled sentence task, a Poisson regression indicated that,

relative to the single HIT condition (M = 1.86), the panels performed better on the ob-

jectively scored task (M = 2.39, β = .25, z = 2.02, p = .043). Further, a regression

with the difference in correct sentences between the first and second tasks as the depend-

ent measure indicated that panelists’ performance over the two tasks improved relative to

the single HIT condition (β = .65, t(128) = 2.21, p = .029). For the IPIP scale, there

were no differences on any of the measures (all ps > .085).

Discussion

The results provide evidence that moral hazard was not present among respond-

ents in the task, as indicated by the lack of differences between those who were informed

of the performance contingency for the current tasks and those who were not aware. While

this conclusion depends upon a null finding, the identification of fatigue effects suggests

that this task was sensitive enough to demonstrate differences if present. This finding im-

plies that the situation proposed in scenario 1, where a positivity bias leads to shirking by

the cohort of high quality workers that is otherwise undifferentiated, is unlikely.

STUDY 3

The purpose of the third study was to examine the second scenario, where worker

differentiation is present, but the reputation system is uninformative about these differ-

ences. The focus was on the two primary measures of the reputation system – HIT ap-

proval rates and productivity, along with a status marker in the Masters qualification. In

addition, conditions were included to compare the effects of payment on performance.

The survey itself was a shortened version of that used in study 2, incorporating
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the NFC scale, the first six-item scrambled sentence task, and the IPIP scale. As before,

all of the 10 conditions were launched at the same time of day (2:00PM UTC, corres-

ponding to 10:00AM in the Eastern time zone of the United States) on weekdays, and

every condition except one was completed in less than 24 hours. There was never over-

lap in the posting of the HITs, and the description contained an estimate of 8 minutes for

the amount of time to complete the study. A summary of the conditions is provided in

Table 5. In each condition, 50 participants were recruited (though in some conditions,

an additional participant completed the task due to technical limitations in MTurk, De

Langhe and Puntoni, 2016), with a total of 504 completed responses.

The first set of conditions tested the effects of HIT approval rates. Participants

were recruited at approval rates greater than or equal to 75%, 95%, and 99% (compar-

ing a threshold including all of the observed population to two of the typically suggested

thresholds). All workers required to have at least 1,000 approved HITs, and were paid

$.25.

The second set of conditions tested the effects of productivity, measured as the

minimum total number of HITs approved, with the total number of approved HITs at 100

and 10,000 ($.25 payment, ≥ 95% approval), which were tested against the comparable

95% HIT from the first set of conditions.

The third set of conditions examined “Masters" workers. These participants were

recruited with $.25 payments and 1,000 approved HITs, and tested against the equivalent

non-Masters condition from the first set ($.25 payment, ≥ 99% approval, 1,000 approved

HITs)

The final set of conditions tested the effects of payments on performance and

completion of the task. Participants were recruited with payments of $.05, $.10, $.25,

$.50 and $1.00 (100 approved HITs, 95% approval rates). The $.25 payment condition

was the same as 100 total approved HIT used in the productivity set.
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Results

Plan of Analysis. The analysis was conducted similarly to that of study 2. For

the NFC scale, 30 psychometric synonym pairs and three antonym pairs were identified,

while for the IPIP scale, there were 18 synonym pairs and three antonym pairs. The same

two research assistants again coded for invalid responses (Krippendorff’s α = .907).

[Table 5 about here.]

[Table 6 about here.]

[Table 7 about here.]

Approval Rate. Among the NFC psychometric antonyms (F (2, 147) = 4.59,

p = .012), there were weaker correlations in the 99%+ condition (M = −.62) com-

pared to the 75%+ (M = −.83, F (1, 147) = 6.96, p = .009), and 95%+ (M = −.82,

F (1, 147) = 6.81, p = .010) conditions. For the NFC long string index, there was a

higher level of systematic responding in the 95%+ condition (M = 3.92) compared to the

75%+ condition (M = 3.06, z = 2.22, p = .026). No other comparisons were significant

(all ps > .101).

Productivity. No differences were observed between the productivity conditions

on any of the measures (all ps > .056).

Masters Status. There were differences in NFC consistency, with higher correla-

tions between psychometric synonyms (MMasters = .58, MNon−Masters = .42; F (1, 98) =

4.51, p = .036). There were also differences in systematic responding based on the long

string (χ2(1) = 4.45, p = .035) and central tendency indexes (χ2(1) = 8.19, p = .004),

with lower values for the Masters (long string, M = 2.90; central tendency, M = 2.60)

compared to the non-Masters (long string, M = 3.70; central tendency, M = 4.52). There

were also differences in consistency for the IPIP scale based on psychometric synonyms
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(F (1, 98) = 7.03, p = .009), with higher correlations for Masters (M = .703) compared

to non-Masters (M = .525), and evidence for systematic responding on the IPIP scales,

with higher values for the central tendency index for non-Masters (M = 8.56) compared

to Masters (M = 5.64;χ2(1) = 6.47, p = .011).

Payment. For the payment conditions, differences were observed in the NFC

central tendency index (χ2(4) = 15.40, p = .004), with higher rates of center scale item

usage by the $.10 condition (M = 4.71) compared to the $.05 (M = 2.84, z = −2.51, p =

.012) and $1.00 (M = 2.30, z = −3.68, p < .001) conditions. On the IPIP scales, the psy-

chometric synonyms measure exhibited some differences (F (4, 248) = 2.83, p = .025),

with a higher average correlation for the $1.00 condition (M = .74) compared to the $.10

(M = .58, F (1, 248) = 8.48, p = .004) and $.05 conditions (M = .61, F (1, 248) =

6.37, p = .012). There was also evidence for differences in systematic responding on the

IPIP central tendency index (χ2(4) = 24.24, p < .001), with lower frequencies chosen

by participants in the $1.00 condition (M = 3.16) compared to the $.25 (M = 4.19, z =

2.09, p = .036) and $.10 conditions (M = 4.82, z = 2.14, p = .032).

Discussion

The results suggest that MTurk workers are largely undifferentiated by the two

primary measures of the reputation system. For both productivity and approval rates, the

few observed differences seem counter to the presumption of improved performance with

higher reputation. This was also true for the different pay rates. While participants in the

highest payment condition ($1.00) did exhibit somewhat less systematic responding be-

havior, participants in the lowest payment condition ($.05) also exhibited less systematic

responding behavior, suggesting these differences may not be that meaningful.

The exception to this was in comparisons between Masters to non-Masters work-

ers, where a consistent pattern emerged with the Masters producing higher quality work.

However, excluding these comparisons, there were 97 planned statistical tests conduc-
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ted. In those tests, five results were observed that were suggestive of differences between

conditions, which is almost exactly what would be expected due to random chance (4.9).

None of these results seemed indicative of a broader trend in quality differences based

on reputation or pay rates. Because differences were observed when comparing Masters

and non-Masters workers, the design was likely sensitive enough to detect the presence of

quality differences. The fact that they were not provides compelling evidence in favor of

scenario 2, suggesting that the reputation system provides little differentiation at levels re-

commended by previous research, and that there are differences in quality between work-

ers that are encoded in status markers.

STUDY 4

The goal of study 4 was to examine the final scenario, which predicted that the

skewed distribution was the result of a positivity bias, but that information was present

in the extreme levels of the reputation system. Based on the results in study 1, the re-

commended reputation level threshold of 95% effectively includes more than 98% of the

workers on MTurk, and this is only 9.4% more of the total worker population compared to

the group of workers with approval rates of 99% or higher. Thus, it is reasonable to think

heterogeneity in quality exists between the discrete levels of the reputation system above

95% approval rates that was unobserved in study 3.

An additional goal of study 4 was to address the issue of power. Post-hoc power

calculations based on prior results examining data quality on MTurk (Peer et al., 2014)

suggest that the samples used in study 3 were sufficiently powered to demonstrate any

effects that were present. However, some of the tests used in this analysis have not been

tested before, and these effect size estimates may not be accurate. Therefore, power calcu-

lations based on effect sizes in the comparisons of the Masters conditions were conducted,

where significant differences were consistently observed. These calculations suggested

total sample sizes of 207 would have power at least equal to .80 (Cohen, 1992) across all
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conditions.

Method

Two hundred ten workers were recruited in three HITs that were posted simul-

taneously, requiring exact observed approval rates of 98%, 99% and 100%, which served

as the conditions in the study. The qualifications for each HIT were otherwise similar to

those used in study 3, requiring US locations and at least 1000 HITs approved, and work-

ers were paid $.50. The task used was same as in study 3, with three additional questions

at the end asking participants to self-report their number of HITs submitted, approved and

rejected.

Results

The analysis was conducted in the same manner as study 3. For the NFC scale,

there were 31 psychometric synonym pairs and 14 antonym pairs, and for the IPIP scale,

there were 22 synonym and 11 antonym pairs, and the same research assistants coded in-

valid responses (Krippendorff’s α = .796).

[Table 8 about here.]

For the NFC scale, the psychometric synonyms and antonyms indexes exhibited

differences in consistency (Positive: F (2, 207) = 3.91, p = .022, negative: F (2, 207) =

6.38, p = .002). Contrasts showed that the correlations were lower for the 98% group

(MPositive = .43, MNegative = −.56) compared to the 99% (MPositive = .60, F (1, 207) =

7.06, p = .009; MNegative = −.75, F (1, 207) = 11.46, p < .001) and 100% conditions

(MPositive = .57, F (1, 207) = 4.33, p = .039; MNegative = −.71, F (1, 207) = 7.17, p =

.008), while the 99% and 100% conditions did not differ (all Fs < .50, all ps > .48).

There was also evidence for systematic responding, with higher values of the long string

index in the 98% (M = 3.77) condition compared to the 100% condition (M = 2.90,
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z = −2.55, p = .011), as well as higher values of the central tendency index in the 98%

condition (M = 4.40) compared to the 99% (M = 2.91, z = −2.20, p = .028) and 100%

(M = 2.91, z = −2.42, p = .015) conditions. On the scrambled sentence task, workers

in the 98% condition solved fewer of the sentences (M = 1.49) compared to those in the

99% (M = 2.23, z = 3.61, p < .001) and 100% (M = 2.19, z = 3.48, p = .001)

conditions.

For the IPIP scale, a significant difference was observed in the reliability of the

agreeableness subscale (χ2(2) = 6.45, p = .040), with higher reliability in the 99%

condition (α = .907) compared to the 100% condition (α = .821). The psychometric syn-

onym and antonym measures exhibited differences in consistency (Positive: F (2, 207) =

3.34, p = .037, negative: F (2, 207) = 6.47, p = .002), with lower correlations in the 98%

conditions MPositive = .53, MNegative = −.52) compared to the 99% (MPositive = .63,

F (1, 207) = 4.73, p = .031; MNegative = −.68, F (1, 207) = 10.22, p = .002) and

100% conditions (MPositive = .64, F (1, 207) = 5.27, p = .023; MNegative = −.67,

F (1, 207) = 9.16, p = .003). Higher values for the long string index for the 98% condi-

tion (M = 5.27) compared to the 100% condition (M = 3.43, z = −2.50, p = .012),

and for the central tendency index for the 98% (M = 9.20) compared to the 99% condi-

tion (M = 6.57, z = −2.03, p = .042) suggested there was higher levels of systematic

responding. There were no differences on any of the other measures (all ps > .085).

Analysis based on self-reported approval rates (calculated by dividing the repor-

ted number of approved HITs by the sum of approved and rejected HITs) largely replic-

ated the findings based on observed approval rates, with higher self-reported approval

rates associated with higher consistency and lower systematic responding on both of the

scales2, and higher numbers of correct responses to the scrambled sentence task. How-

ever, the only relationships observed for self-reported productivity (the sum of reported

approved and rejected HITs, log-transformed) were for the psychometric antonyms meas-

2Reliability measures were excluded from these comparisons.
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ures, with higher levels of productivity associated with stronger (i.e., more negative) cor-

relations.

Discussion

Across all three of the tasks, a consistent pattern emerged to suggest that work-

ers with observed approval rates of 98% exhibited lower quality compared to those with

99% and 100%. The stability of the results across multiple metrics makes this conclu-

sion robust. This provides evidence supporting scenario 3, where a positivity bias leads

to a skew in evaluations, but there is still information contained at high reputation levels,

immediately below the ceiling. It is also notable that, while there were significant differ-

ences observed on dimensions such as systematic responding and the number of correct

answers to the scrambled sentence task, there were no differences in the number of invalid

responses. This suggests that, while the 98% approval rate workers may have been less

engaged or less motivated to complete the tasks at a quality level comparable to the other

groups, their work was not so flawed that it would be likely to be identified in the absence

of a higher quality comparison group.

GENERAL DISCUSSION

The purpose of this research was to investigate how the merging of reputation

and litigation mechanisms into a single tool, along with the presence of a positivity bias,

can create conditions for a reputation system to fail to provide quality sorting. In five

studies exploring this phenomenon on Amazon’s Mechanical Turk, evidence was presen-

ted that the distribution of reputation is highly skewed in a manner consistent with a pos-

itivity bias, and that there is heterogeneity in quality among workers that is captured by

status markers and at extreme values of reputation. While the findings did support the pre-

diction that there can be adverse selection unless these are accounted for, no evidence was

found for moral hazard, suggesting that workers on the platform were sufficiently motiv-
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ated to limit shirking.

Theoretically, the results provide insights into the design of systems for ensuring

cooperation. In the MTurk panel, the reputation and litigation functions are combined,

and this alters the decision making calculus of buyers when evaluating work. To address

the known biases in providing feedback in online reputation systems, prior work has sug-

gested furnishing financial incentives (Ba, Whinston & Zhang, 2003; Zhou et al., 2008).

Ostensibly, this appears to be what MTurk has done by making payments contingent on

accepting work, which should incentivize requesters to evaluate it carefully. However,

by tying this incentive directly to both an immediate financial cost for a worker as well

as a long lasting reputational cost, the requester’s decision is now subject to many other

pressures that appear to systematically skew their evaluations positively. This appears to

reduce the effectiveness of both functions as tools to ensure cooperation.

Practical implications

For researchers using MTurk to collect data, these results provide several insights.

First, the recommendations of many methodological guides (Goodman & Paolacci, 2017;

Peer et al., 2014; Sheehan & Pittman, 2016) and by MTurk itself for using the reputation

system to ensure worker quality may not be reliable for this purpose. A 95% threshold

includes 98% of all MTurk workers, and the results indicate that there are differences in

quality among these workers. Employing a higher threshold, such as 99%, is more ap-

propriate for this purpose. There is some evidence to suggest that ratings on online work

platforms have inflated over time (Horton & Golden, 2015), and this may explain why

these prior recommendations are no longer useful.

Based on the findings of study 3, it could also be argued that limiting participa-

tion to workers who have Masters status may also be an effective strategy. However, large

scale use of Masters workers is hampered by several significant problems. First, because

they are highly experienced, they are more likely to present issues of non-naïvetè about re-
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search paradigms (Chandler et al., 2014). Second, the number of Masters workers is quite

small, which means that data collection is extremely slow: in study 3, the collection of

only 50 participants took almost one hundred times longer than for most other conditions.

Third, there is a significant price premium to employing Masters workers, and these latter

two factors together hinder recruitment of a sufficient number of Masters workers for most

studies.

The findings are further elucidated by considering them alongside theoretical

work comparing the effectiveness of litigation and reputation mechanisms (Bakos & Del-

larocas, 2011). When there is some degree of certainty about worker types, this work

shows that depending upon the level of damages that can be assessed, it is possible that

the presence of a reputation system may actually lower overall efficiency. If damages are

set below an economically optimal point, then a reputation system puts additional pres-

sure on sellers to produce high quality work. However, at or above a certain level of dam-

ages, when the marginal cost of effort from the seller is equal to the marginal benefit they

receive from that effort, the reputation system has no impact on worker’s decision making

and thus it would be more efficient to rely solely on litigation.

Critically, this optimal level depends upon both the likelihood of identifying low

quality work and the costs associated with pursuing the litigation action. In the context of

MTurk and other online research pools, these factors are presumably related, while dam-

ages are fixed to the wage paid to workers. This implies that when the costs of investig-

ating, rejecting and responding to worker retribution are relatively high, the reputation

system may ensure the collection of high quality data. However, if these costs can be re-

duced – for example, through automated identification of low quality responses, using the

litigation system alone without the reputation system may be successful. This also high-

lights the importance of requesters’ role in maintaining the quality of the panel, as actions

taken to discourage poor quality work provide benefits to the entire research community

(Sharpe Wessling et al., 2017).
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Finally, it is worth noting that, in spite of the issues identified in the reputation

and litigation systems, the overall quality of the work provided was quite high, with low

incidence rates for invalid responses and high reliabilities for the scale measures which

were comparable to, if not better, than those obtained in other work investigating reliab-

ility on crowdsourced work platforms (Peer et al., 2017; Peer et al., 2014; Rouse, 2015).

Thus, this research does generally support the findings of existing work validating the use

of MTurk as a subject pool (Buhrmester et al., 2011; Chandler & Shapiro, 2016; Crump

et al., 2013; Goodman & Paolacci, 2017; Mason & Watts, 2010).

Limitations

These findings should be considered in light of several significant limitations.

First, the types of tasks employed in this research were such that there were few opportun-

ities for deceptive responding. The responses to the scales do not have objectively correct

answers, and could only be evaluated psychometrically and for evidence of responding

patterns. Additionally, the scrambled sentence task items, while having objectively cor-

rect answers, did not have answers that could be searched for, and questions with easily

accessible answers may lead workers to cheat (Goodman et al., 2013). Further, the ques-

tions were not factual characteristics about the participants, which might have sugges-

ted that future work depended upon a particular answer (Sharpe Wessling et al., 2017).

Therefore, the tasks present a higher hurdle for observing quality differences, though po-

tentially one closer to typical tasks employed in many types of research.

However, more objective criteria may be useful if researchers are interested in

automating the identification of high quality workers and employing a pure litigation

strategy. These measures can include time filters (Bardos, Friedenthal, Spiegelman &

Williams, 2016) and attention check questions (ACQs) (Hauser & Schwarz, 2016). These

criteria can easily be assessed automatically, and research has shown that ACQs can sort

workers based on quality (Peer et al., 2014). However, such an approach can also system-
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atically affect participants’ responses (Hauser & Schwarz, 2016) by creating feelings of

distrust (Mayo, Alfasi & Schwarz, 2014), and ACQs are commonly disclosed in worker

discussion forums (Sharpe Wessling et al., 2017), which suggests they may also have

other unintended outcomes. Further research comparing these approaches and these po-

tential second-order effects would be useful in clarifying the strengths and weaknesses of

pure reputation and pure litigation strategies.

It is also important to consider that the employment process on MTurk involves

worker self-selection into tasks, and workers may also adjust their effort levels based

on their assessment of the likelihood their work will be rejected. This potential issue

could be exacerbated by the availability of information about the tasks outside of MTurk,

in locations such as the aforementioned TurkOpticon, as well as online forums such as

Turkernation (Goodman & Paolacci, 2017; Sheehan & Pittman, 2016), reddit’s HITs-

WorthTurkingFor (Casey et al., 2017), and MTurk Crowd (Sharpe Wessling et al., 2017).

Workers use these tools to gather information about HITs and requesters since MTurk

does not provide this within the platform (Brawley & Pury, 2016; Sheehan & Pittman,

2016). These systems can impact data quality by presenting opportunities for workers to

discuss tasks before they complete them (Chandler & Paolacci, 2017; Sharpe Wessling et

al., 2017). Several of the tasks reported here were discussed, but these posts only shared

a link and did not disclose any information about the nature of the task. The task in study

1A was discussed extensively, likely because it featured relatively high pay for low effort.

Because the identification strategy depended upon constant arrival rates for workers, this

could affect its validity, but all of these comments were posted after data collection was

concluded. Nonetheless, the feedback loops created by the separate information systems

of requesters and workers provide interesting avenues to explore the impacts of reputation

changes on behavior from both parties.
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CONCLUSION

Careful consideration is necessary when creating systems to ensure cooperation

in marketplaces. The findings of this work suggest the design of MTurk’s system intro-

duces biases into evaluations, which affects the infromation it contains about worker qual-

ity. In practice, the presence of these biases means that most requesters should raise their

approval rate thresholds to 99%, well above those recommended by most literature on

MTurk and commonly employed by researchers. Further, it is important for researchers to

be mindful of their obligations to help maintain the panel, by accounting for these biases.
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Figure 1: Study 1A - Proportions of MTurk workers by researcher-
observed approval rate
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Table 1: Summary of scenarios, studies and findings

Scenario Worker Differentiation Reputation System Information Study Finding

1 No No 2 Unsupported
2 Yes No 3 Supported
3 Yes Yes 4 Supported
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Table 2: Study 1 - Proportions of MTurk workers and self-reported
approval rates by researcher-observed approval rate

Study 1A Study 1B

Observed Approval Rate Proportion Approved Rejected True Approval Rate

<90% 0.000
90% 0.001
91% 0.000
92% 0.005
93% 0.000
94% 0.013
95% 0.001
96% 0.005
97% 0.016 6890.0 169.4 0.9760
98% 0.072 5942.4 73.5 0.9878
99% 0.801 101,775.6 48.4 0.9995
100% 0.085 1040.8 0.0 1.0000
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Table 3: Study 2 - Comparison of single and panel conditions on
time 1 tasks

T1 Need for Cognition Scale Scrambled Sentence

Condition N AvgT (Min) α SynR LString CenTend +/- int.β Correct Invalid

Eligibility 99 6.10 0.956 0.559 4.59 4.07 Exc. 2.44 2
No Eligibility 101 5.92 0.955 0.569 4.85 4.11 0.040 2.26 4

Single HIT 50 20.39† 0.953 0.661 4.40 3.34 −0.002 2.38 0

AvgT = average time spent on task, SynR = psychometric synonyms correlation, AntR = psychometric
antonyms correlation, LString = long string index, CenTend = central tendency index, +/- int. = inter-
action of condition and positive scaled items on negative scaled items, Correct = number of scrambled
sentences correctly solved, Invalid = number of invalid responses to scrambled sentences, Exc.= para-
meter excluded, condition serves as baseline
∗∗∗p < .001, ∗∗p < .01, ∗p < .05
† Average time for entire task
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Table 5: Study 3 - Summary of conditions

Approval Number Total Time
Pay ($) Rate Approved Masters N (Hours)

HIT approval rate conditions
0.25 75% 1000 N 50 2.18
0.25a 95% 1000 N 50 1.63
0.25b 99% 1000 N 50 13.02

Total HITs approved conditions
0.25c 95% 100 N 51 2.83
0.25a 95% 1000 N 50 1.63
0.25 95% 10,000 N 51 2.00

Masters conditions
0.25b 99% 1000 N 50 13.02
0.25 99% 1000 Y 50 222.78

Payment conditions
0.05 95% 100 N 50 53.73
0.10 95% 100 N 51 5.53
0.25c 95% 100 N 51 2.83
0.50 95% 100 N 50 1.32
1.00 95% 100 N 50 1.95

a, b, c Denotes conditions used to make comparisons among two
sets of HITs.

53



Ta
bl

e
6:

St
ud

y
3

-C
om

pa
ris

on
of

ap
pr

ov
al

ra
te

th
re

sh
ol

ds
,n

um
be

ra
pp

ro
ve

d,
M

as
te

rs
sta

tu
sa

nd
pa

y-
m

en
t-

N
FC

an
d

sc
ra

m
bl

ed
se

nt
en

ce
ta

sk
s

N
ee

d
fo

rC
og

ni
tio

n
Sc

al
e

Sc
ra

m
bl

ed
Se

nt
en

ce

C
on

di
tio

n
Av

gT
(M

in
)

α
Sy

nR
A

nt
R

LS
tri

ng
C

en
Te

nd
+/

-i
nt

.β
C

or
re

ct
In

va
lid

H
IT

ap
pr

ov
al

ra
te

co
nd

iti
on

s
75

%
6.
95

0.
95
7

0.
53
4

−
0.
82
6∗

3.
06

∗
3.
40

Ex
c.

2.
12

3
95

%
8.
10

0.
94
9

0.
52
1

−
0.
82
3∗

3.
92

∗
3.
54

0.
13
7

1.
90

1
99

%
7.
16

0.
94
3

0.
41
5

−
0.
62
3∗

3.
70

4.
52

−
0.
12
8

2.
52

2

To
ta

lH
IT

sa
pp

ro
ve

d
co

nd
iti

on
s

10
0

9.
03

0.
94
9

0.
51
4

−
0.
73
7

3.
51

3.
69

∗∗
−
0.
12
0

2.
51

1
1,

00
0

8.
10

0.
94
9

0.
52
1

−
0.
82
3

3.
92

3.
54

∗∗
Ex

c.
1.
90

1
10

,0
00

6.
62

0.
96
4

0.
55
9

−
0.
75
6

3.
33

3.
76

−
0.
13
0

2.
18

1

M
as

te
rs

co
nd

iti
on

s
N

on
-M

as
te

rs
7.
16

0.
94
3

0.
41
5∗

−
0.
62
3

3.
70

∗
4.
52

∗
Ex

c.
2.
52

1
M

as
te

rs
7.
81

0.
92
5

0.
57
7∗

−
0.
79
4

2.
90

∗
2.
60

∗
−
0.
13
6

2.
46

0

Pa
ym

en
tc

on
di

tio
ns

.0
5

8.
92

0.
94
8

0.
51
6

−
0.
79
4

3.
20

2.
84

∗∗
−
0.
01
2

2.
55

3
.1

0
7.
74

0.
94
4

0.
46
4

−
0.
70
4

3.
75

4.
71

∗∗
,∗
∗∗

0.
02
3

1.
96

0
.2

5
9.
03

0.
93
2

0.
51
4

−
0.
73
7

3.
51

3.
69

Ex
c.

2.
51

1
.5

0
7.
46

0.
95
9

0.
54
7

−
0.
72
4

3.
16

3.
56

−
0.
04
7

2.
06

2
1.

00
7.
54

0.
95
1

0.
59
6

−
0.
84
3

3.
20

2.
30

∗∗
∗

−
0.
02
7

2.
48

0

Av
gT

=
av

er
ag

e
tim

e
sp

en
to

n
ta

sk
,S

yn
R

=
ps

yc
ho

m
et

ric
sy

no
ny

m
sc

or
re

la
tio

n,
A

nt
R

=
ps

yc
ho

m
et

ric
an

to
ny

m
s

co
rr

el
at

io
n,

LS
tri

ng
=

lo
ng

str
in

g
in

de
x,

C
en

Te
nd

=
ce

nt
ra

lt
en

de
nc

y
in

de
x,

+/
-i

nt
.=

in
te

ra
ct

io
n

of
co

nd
iti

on
an

d
po

si
tiv

e
sc

al
ed

ite
m

so
n

ne
ga

tiv
e

sc
al

ed
ite

m
s,

C
or

re
ct

=
nu

m
be

ro
fs

cr
am

bl
ed

se
nt

en
ce

sc
or

re
ct

ly
so

lv
ed

,
In

va
lid

=
nu

m
be

ro
fi

nv
al

id
re

sp
on

se
st

o
sc

ra
m

bl
ed

se
nt

en
ce

s,
Ex

c.
=

pa
ra

m
et

er
ex

cl
ud

ed
,c

on
di

tio
n

se
rv

es
as

ba
se

lin
e.

54



Ta
bl

e
7:

St
ud

y
3

-C
om

pa
ris

on
of

ap
pr

ov
al

ra
te

th
re

sh
ol

ds
,n

um
be

ra
pp

ro
ve

d,
M

as
te

rs
sta

tu
sa

nd
pa

y-
m

en
t-

IP
IP

re
su

lts

In
te

rn
at

io
na

lP
er

so
na

lit
y

Ite
m

Po
ol

Sc
al

es
Ex

tra
α

A
gr

ee
α

C
on

sc
α

St
ab

α
Im

ag
α

Sy
nR

A
nt

R
LS

tri
ng

C
en

Te
nd

+/
-i

nt
.β

H
IT

ap
pr

ov
al

ra
te

co
nd

iti
on

s
75

%
0.
83
4

0.
86
7

0.
82
5

0.
89
2

0.
82
3

0.
47
3

−
0.
49
5

3.
86

8.
20

Ex
c.

95
%

0.
85
3

0.
82
8

0.
80
8

0.
91
9

0.
81
7

0.
61
7

−
0.
46
1

4.
28

7.
48

0.
07
2

99
%

0.
90
0

0.
83
5

0.
81
3

0.
90
2

0.
80
4

0.
52
5

−
0.
51
9

4.
24

8.
56

−
0.
02
1

To
ta

lH
IT

sa
pp

ro
ve

d
co

nd
iti

on
s

10
0

0.
89
6

0.
84
7

0.
84
7

0.
87
7

0.
78
6

0.
65
2

−
0.
63
0

4.
20

7.
29

−
0.
08
1

1,
00

0
0.
85
3

0.
82
8

0.
80
8

0.
91
9

0.
81
7

0.
61
7

−
0.
46
1

4.
28

7.
48

Ex
c.

10
,0

00
0.
99
4

0.
89
0

0.
83
8

0.
89
1

0.
82
6

0.
59
6

−
0.
55
9

4.
57

7.
43

−
0.
07
9

M
as

te
rs

co
nd

iti
on

s
N

on
-M

as
te

rs
0.
90
0

0.
83
5

0.
81
3

0.
90
2

0.
80
4

0.
52
5∗

∗
−
0.
51
9

4.
24

∗
8.
56

∗
Ex

c.
M

as
te

rs
0.
94
5

0.
85
8

0.
84
8

0.
90
2

0.
77
1

0.
70
3∗

∗
−
0.
57
7

3.
24

∗
5.
64

∗
−
0.
08
0

Pa
ym

en
tc

on
di

tio
ns

.0
5

0.
88
8

0.
82
7

0.
86
6

0.
90
4

0.
83
8

0.
60
6∗

∗
−
0.
52
6

3.
22

6.
33

−
0.
04
8

.1
0

0.
88
0

0.
83
8

0.
82
6

0.
88
7

0.
82
7

0.
58
4∗

∗∗
−
0.
53
4

4.
82

∗
10
.7
6

−
0.
08
6

.2
5

0.
89
6

0.
84
7

0.
84
7

0.
87
7

0.
78
6

0.
65
2

−
0.
63
0

4.
20

∗
7.
29

Ex
c.

.5
0

0.
92
4

0.
89
8

0.
85
0

0.
93
0

0.
85
1

0.
69
6

−
0.
60
6

3.
40

7.
92

0.
00
1

1.
00

0.
92
5

0.
91
8

0.
86
4

0.
92
3

0.
79
1

0.
74
4∗

∗,
∗∗

∗
−
0.
68
6

3.
16

∗
5.
26

−
0.
00
2

Su
bs

ca
le

s:
Ex

tra
=

ex
tra

ve
rs

io
n,

A
gr

ee
=

ag
re

ea
bl

en
es

s,
C

on
sc

=
co

ns
ci

en
tio

us
ne

ss
,S

ta
b

=
sta

bi
lit

y,
Im

ag
=

im
ag

in
at

io
n;

Sy
nR

=
ps

yc
ho

m
et

ric
sy

no
ny

m
sc

or
re

la
tio

n,
A

nt
R

=
ps

yc
ho

m
et

ric
an

to
ny

m
sc

or
re

la
tio

n,
LS

tri
ng

=
lo

ng
str

in
g

in
de

x,
C

en
Te

nd
=

ce
nt

ra
lt

en
de

nc
y

in
de

x,
+/

-i
nt

.=
in

te
ra

ct
io

n
of

co
nd

iti
on

an
d

po
si

tiv
e

sc
al

ed
ite

m
s

on
ne

ga
tiv

e
sc

al
ed

ite
m

s,
Ex

c.
=

pa
ra

m
et

er
ex

cl
ud

ed
,c

on
di

tio
n

se
rv

es
as

ba
se

lin
e.

∗∗
∗ p

<
.0
01

,∗
∗ p

<
.0
1,

∗ p
<

.0
5

55



Ta
bl

e
8:

St
ud

y
4

-C
om

pa
ris

on
of

hi
gh

ap
pr

ov
al

ra
te

s

N
ee

d
fo

rC
og

ni
tio

n
Sc

al
e

Sc
ra

m
bl

ed
Se

nt
en

ce

C
on

di
tio

n
Av

gT
(M

in
)

α
Sy

nR
A

nt
R

LS
tri

ng
C

en
Te

nd
+/

-i
nt

.β
C

or
re

ct
In

va
lid

98
%

9.
77

0.
94
5

0.
43
0∗

,∗
∗

−
0.
56
0∗

∗,
∗∗

∗
3.
77

∗∗
4.
40

∗
Ex

c.
1.
49

∗∗
,∗
∗∗

4
99

%
10
.4
3

0.
95
3

0.
60
3∗

∗
−
0.
74
9∗

∗∗
3.
11

2.
91

∗
0.
02
5

2.
23

∗∗
∗

1
10

0%
10
.9
1

0.
95
9

0.
56
5∗

−
0.
70
9∗

∗
2.
90

∗∗
2.
91

∗
−
0.
03
8

2.
19

∗∗
0

Av
gT

=
av

er
ag

e
tim

e
sp

en
to

n
ta

sk
,S

yn
R

=
ps

yc
ho

m
et

ric
sy

no
ny

m
sc

or
re

la
tio

n,
A

nt
R

=
ps

yc
ho

m
et

ric
an

to
ny

m
s

co
rr

el
at

io
n,

LS
tri

ng
=

lo
ng

str
in

g
in

de
x,

C
en

Te
nd

=
ce

nt
ra

lt
en

de
nc

y
in

de
x,

+/
-i

nt
.=

in
te

ra
ct

io
n

of
co

nd
iti

on
an

d
po

si
tiv

e
sc

al
ed

ite
m

so
n

ne
ga

tiv
e

sc
al

ed
ite

m
s,

C
or

re
ct

=
nu

m
be

ro
fs

cr
am

bl
ed

se
nt

en
ce

sc
or

re
ct

ly
so

lv
ed

,
In

va
lid

=
nu

m
be

ro
fi

nv
al

id
re

sp
on

se
st

o
sc

ra
m

bl
ed

se
nt

en
ce

s,
Ex

c.
=

pa
ra

m
et

er
ex

cl
ud

ed
,c

on
di

tio
n

se
rv

es
as

ba
se

lin
e.

In
te

rn
at

io
na

lP
er

so
na

lit
y

Ite
m

Po
ol

Sc
al

es

C
on

di
tio

n
Ex

tra
α

A
gr

ee
α

C
on

sc
α

St
ab

α
Im

ag
α

Sy
nR

A
nt

R
LS

tri
ng

C
en

Te
nd

+/
-i

nt
.β

98
%

0.
88
4

0.
86
9

0.
87
5

0.
87
1

0.
84
9

0.
53
4∗

−
0.
51
6∗

∗
5.
27

∗
9.
20

∗
Ex

c.
99

%
0.
92
1

0.
90
7∗

0.
89
2

0.
91
6

0.
80
3

0.
63
5∗

−
0.
68
2∗

∗
3.
91

6.
57

∗
−
0.
12
5

10
0%

0.
92
1

0.
82
1∗

0.
86
8

0.
91
5

0.
88
9

0.
64
0∗

−
0.
67
3∗

∗
3.
43

∗
7.
26

−
0.
11
8

Su
bs

ca
le

s:
Ex

tra
=

ex
tra

ve
rs

io
n,

A
gr

ee
=

ag
re

ea
bl

en
es

s,
C

on
sc

=
co

ns
ci

en
tio

us
ne

ss
,S

ta
b

=
sta

bi
lit

y,
Im

ag
=

im
ag

in
at

io
n;

Sy
nR

=
ps

yc
ho

m
et

ric
sy

no
ny

m
sc

or
re

la
tio

n,
A

nt
R

=
ps

yc
ho

m
et

ric
an

to
ny

m
sc

or
re

la
tio

n,
LS

tri
ng

=
lo

ng
str

in
g

in
de

x,
C

en
Te

nd
=

ce
nt

ra
lt

en
de

nc
y

in
de

x,
+/

-i
nt

.=
in

te
ra

ct
io

n
of

co
nd

iti
on

an
d

po
si

tiv
e

sc
al

ed
ite

m
s

on
ne

ga
tiv

e
sc

al
ed

ite
m

s,
Ex

c.
=

pa
ra

m
et

er
ex

cl
ud

ed
,c

on
di

tio
n

se
rv

es
as

ba
se

lin
e.

Se
lf-

re
po

rte
d

N
um

be
ro

fH
IT

s

C
on

di
tio

n
Su

bm
itt

ed
A

pp
ro

ve
d

Re
je

ct
ed

A
pp

ro
va

lR
at

e

98
%

43
96
.3

41
83
.5

54
.0

0.
98
7

99
%

32
,0
03
.2

31
,9
10
.4

55
.3

0.
99
8

10
0%

35
80
.9

35
59
.5

0
1.
00
0

∗∗
∗ p

<
.0
01

,∗
∗ p

<
.0
1,

∗ p
<

.0
5

56


	Enforcing cooperation in online transactions
	Reputation and litigation on MTurk
	Study 1A
	Method
	Results

	Study 1B
	Results
	Discussion

	Study 2
	Method
	Results
	Plan of Analysis
	Eligibility
	Comparing panel to non-panel conditions
	Task performance

	Discussion

	Study 3
	Results
	Plan of Analysis
	Approval Rate
	Productivity
	Masters Status
	Payment

	Discussion

	Study 4
	Method
	Results
	Discussion

	General Discussion
	Practical implications
	Limitations

	Conclusion
	Acknowledgments
	References

